Finer regularity of an entropy solution for 1-d scalar conservation laws with non uniform convex flux
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Abstract - Consider a scalar conservation law in one space dimension with initial data in $L^\infty$. If the flux $f$ is in $C^2$ and locally uniformly convex, then for all $t > 0$, the entropy solution is locally in BV (functions of bounded variation) in space variable. In this case it was shown in [5], that for almost every $t > 0$, locally, the solution is in SBV (Special functions of bounded variations). Furthermore it was shown with an example that for almost everywhere in $t > 0$ cannot be removed. This paper deals with the regularity of the entropy solutions of the strict convex $C^1$ flux $f$ which need not be in $C^2$ and locally uniformly convex. In this case, the entropy solution need not be locally in BV in space variable, but the composition with the derivative of the flux function is locally in BV. Here we prove that, this composition is locally in SBV on all most every $t > 0$. Furthermore we show that this is optimal.
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1. Introduction

Let $f : \mathbb{R} \to \mathbb{R}$ be a locally Lipschitz continuous function and $u_0 \in L^\infty(\mathbb{R})$. Consider the following scalar conservation law in one space di-
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mension

\[
\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} f(u) = 0 \quad \text{if} \quad x \in \mathbb{R}, \ t > 0.
\]

\[
u(x, 0) = u_0(x) \quad \text{if} \quad x \in \mathbb{R}.
\]

A function \( u \in L^\infty(\mathbb{R} \times \mathbb{R}_+) \) is said to be a solution of (1.1) if \( u \) is a weak solution of (1.1) satisfying Kruzkov [14] entropy condition. By using vanishing viscosity, Kruzkov [14] proved that there exists a unique entropy solution to (1.1).

Under the convexity assumption on the flux, Lax and Oleinik [12] have obtained an explicit formula for the solution. In order to state their result, let us recall some definitions and their properties of convex functions [4].

Let \( f : \mathbb{R} \to \mathbb{R} \) be a convex function. Then

(i) \( f \) is said to be a strictly convex function if for all \( x \neq y, x \in (0, 1), \)

\[
f(x + (1 - x)y) < \alpha f(x) + (1 - \alpha)f(y).
\]

(ii) \( f \in C^2(\mathbb{R}) \) is said to be locally uniformly convex if for all compact set \( K \subset \mathbb{R}, \) there exist a constant \( C(K) > 0 \) such that \( f''(x) \geq C(K) \) for all \( x \in K. \) It is said to be uniformly convex in \( \mathbb{R} \) if there exist \( C > 0 \) such that \( f''(x) \geq C \) for all \( x \in \mathbb{R}. \)

(iii) \( f \) is said to be of super linear growth if

\[
\lim_{|u| \to \infty} \frac{f(u)}{|u|} = \infty.
\]

(iv) Associate to a convex function \( f, \) let \( f^* \) be its convex dual defined by

\[
f^*(p) = \sup_q \{ pq - f(q) \}.
\]

Then for any \( q \in \mathbb{R}, \)

\[
\lim_{|p| \to \infty} \frac{f^*(p)}{|p|} \geq \lim_{|p| \to \infty} \left( q \frac{p}{|p|} - \frac{f(q)}{|p|} \right) = \lim_{|p| \to \infty} q \frac{p}{|p|}
\]

since \( q \) is arbitrary and letting \( |q| \to \infty \) to obtain

\[
\lim_{|p| \to \infty} \frac{f^*(p)}{|p|} = \infty.
\]

(v) Let \( f \) be in \( C^1(\mathbb{R}) \) and strictly convex. Then \( f' \) is a strictly increasing function. Furthermore, it can be shown that if \( f \) is of super linear growth, then \( f = f^{**}, \ (f^*)' = (f')^{-1}. \) Therefore \( f^* \) is in \( C^1(\mathbb{R}) \) with super linear
growth and is strictly convex. With these preliminaries, we recall the following (see [12]):

**Theorem 1.1.** (Lax and Olenik) Assume that \( f \) is in \( C^1(\mathbb{R}) \), strictly convex and of super linear growth. Then there exist a function \( y(x, t) \) such that \( x \mapsto y(x, t) \) is a non decreasing function and for all \( t > 0 \), a.e. \( x \in \mathbb{R} \), the solution \( u \) of (1.1) is explicitly given by

\[
    f'(u(x, t)) = \frac{x - y(x, t)}{t}.
\]

As an immediate consequence of this theorem, we have

1. For each \( t > 0 \), \( x \mapsto f'(u(x, t)) \) is in \( BV_{loc}(\mathbb{R}) \).
2. If \( f \in C^2 \) and locally uniformly convex, then for all \( t > 0 \), \( x \mapsto u(x, t) \) is in \( BV_{loc}(\mathbb{R}) \).

In this context, Alberto Bressan raised the following question.

**Problem 1.** Assume that for all \( t > 0 \), \( x \mapsto u(x, t) \) is in \( BV_{loc}(\mathbb{R}) \), then is it in \( SBV_{loc}(\mathbb{R}) \)?

Under the suitable condition on \( f \), Ambrosio-De Lellis [5] proved the following

**Theorem 1.2.** (Ambrosio-De Lellis) Assume further that \( f \in C^2(\mathbb{R}) \) and locally uniformly convex. Then there exist a countable set \( S \subset (0, \infty) \) such that for all \( t \notin S \), \( x \mapsto u(x, t) \) is in \( SBV_{loc}(\mathbb{R}) \). Furthermore, they gave an example for which \( S \neq \emptyset \).

Observe that from the explicit formula, if \( f^{-1} \) is a locally Lipschitz continuous, then the solution is in \( BV_{loc}(\mathbb{R}) \) in space variable which is guaranteed if \( f \) is \( C^2 \) and locally uniformly convex. This is what assumed in [5]. In [7], the condition of locally uniformly convexity has been relaxed to prove the same result as in [5] provided the zero set of \( f'' \) is countable and \( u \) is in \( BV_{loc} \). In [15] even the convexity condition is relaxed under the hypothesis that \( f \) is \( C^2 \) and the zero set of \( f'' \) is countable. For further generalization see [6], [8], [9], [10], [16].

Now the natural question is “What happens if \( f \in C^1 \) and satisfying the hypothesis of Lax-Olenik Theorem?” In this case, the problem of Bressan can be reformulated as follows.
Problem 2.
(i) Does \( x \mapsto u(x, t) \in BV_{\text{loc}}(\mathbb{R}) \) for all \( t > 0 \).
(ii) Does \( x \mapsto f'(u(x, t)) \in SBV_{\text{loc}}(\mathbb{R}) \) for a.e. \( t > 0 \).
(iii) If (ii) is true, does there exist a \( u_0 \in L^\infty(\mathbb{R}) \) and a countable set \( S = \{ t_n \} \) such that \( f'(u(\cdot, t_n)) \notin SBV_{\text{loc}}(\mathbb{R}) \) for all \( n \).

In view of (1.2), the main result of this paper is to show that the Problem 2 has an affirmative answer and we have the following

**Theorem 1.3.** Let \( f \) satisfies the hypothesis of Theorem 1.1 and \( u \) be the solution of (1.1). Then

1. There exist a countable set \( S \subset (0, \infty) \) such that for all \( t \not\in S \), \( x \mapsto f'(u(x, t)) \in SBV_{\text{loc}}(\mathbb{R}) \).
2. Assume that \( f(0) = f'(0) = 0 \) and there exist \( c > 0 \) and \( 0 < \gamma < 1 \) such that for all \( z \leq 0 \leq \beta, f \) satisfies
   \[ f^{-1}(\beta) - f^{-1}(z) \geq c(\beta - z)\gamma. \]

Then there exist a \( u_0 \in L^\infty(\mathbb{R}) \) such that for all \( t > 0 \), \( x \mapsto u(x, t) \not\in BV_{\text{loc}}(\mathbb{R}) \).

3. There exist a \( u_0 \in L^\infty(\mathbb{R}) \) and a decreasing sequence \( \{ t_n \} \) such that \( x \mapsto f'(u(x, t_n)) \not\in SBV_{\text{loc}}(\mathbb{R}) \).

For (1), we follow the similar path as in [5]. The idea in the proof of (2) lies in the construction of asymptotically single shock packets as in [1]. The proof of (3) lies in the backward construction (see Appendix) as in [2], [3].

**Remark 1.4.** There are many fluxes satisfying the hypothesis of (2). For example, let \( p > 2 \), then \( f(u) = \frac{|u|^p}{p} \) is one of such function.

### 2. Preliminaries

Let \( f \) be as in Theorem 1.1. Let \( u_0 \in L^\infty(\mathbb{R}) \). Let \( A \in \mathbb{R} \) and define

\[ v_0(x) = \int_A^x u_0(\theta)d\theta \]

(2.1)

\[ f^*(p) = \max_q \{ pq - f(q) \} \]

(2.2)
the convex dual of $f$. Then from the hypothesis of $f$, it follows that $f^* \in C^1(\mathbb{R})$, strictly convex and having super linear growth.

Let $t > 0, x \in \mathbb{R}$, define

$$v(x, t) = \min_y \left\{ v_0(y) + tf^*\left( \frac{x - y}{t} \right) \right\}. \quad (2.3)$$

Then we have the following (see [12])

**Theorem 2.1.** (Hopf): $v \in Lip(\mathbb{R} \times \mathbb{R}_+)$ and is the unique viscosity solution of the following Hamilton Jacobi equation.

$$\frac{\partial v}{\partial t} + f \left( \frac{\partial v}{\partial x} \right) = 0 \quad \text{if } x \in \mathbb{R}, \ t > 0 \quad (2.4)$$

$$v(x, 0) = v_0(x) \quad \text{if } x \in \mathbb{R}$$

furthermore it satisfies

(i) Dynamic programming principle: Let $0 \leq s < t$ then

$$v(x, t) = \min_{y \in \mathbb{R}} \left\{ v(y, s) + (t - s)f^*\left( \frac{x - y}{t - s} \right) \right\}. \quad (2.5)$$

(ii) There exist a $M > 0$ depending on $u_0$ and $f^*$ such that for all minimizers of $y$ of (2.5)

$$\left| \frac{x - y}{t - s} \right| \leq M. \quad (2.6)$$

Next we define the different notions of characteristics and their properties without proof.

**Definition 2.2.** Let $0 \leq s < t; x \in \mathbb{R}$. Then

(i) Characteristic sets $ch(x, s, t), ch(x, t)$ are defined by

$$ch(x, s, t) = \{ y \in \mathbb{R}; \ y \text{ is a minimizer in } (2.5) \}$$

$$ch(x, t) = ch(x, 0, t).$$

(ii) $y \in ch(x, s, t)$ is called a characteristic point and the line joining $(x, t)$ and $(y, s)$ is called a characteristic line segment.

(iii) Extreme characteristic points

$$y_+(x, s, t) = \max \{ y \in ch(x, s, t) \}$$

$$y_-(x, s, t) = \min \{ y \in ch(x, s, t) \}$$

$$y\pm(x, t) = y\pm(x, 0, t)$$
(iv) The characteristic line segment associated to $y_\pm(x, s, t)$ are called extreme characteristic line segments.

**Definition 2.3. (proper intersection)** Let $0 \leq s_i < t_i$ and for $i = 1, 2, r_i = [s_i, t_i] \rightarrow \mathbb{R}$ be affine maps. Then $r_1$ and $r_2$ are said to intersect properly if there exist a $\theta_0 \in (\max(s_1, s_2), \min(t_1, t_2))$ such that $r_1(\theta_0) = r_2(\theta_0)$.

**Properties of Characteristics (see [12])**

(1) No two distinct characteristic line segments intersect properly.
(2) Let $y_1 \in ch(x, s, t)$ and $y_2 \in ch(y_1, s)$. Then $y_2 \in ch(x, t)$ and $(x, t), (y_1, s), (y_2, 0)$ are collinear. That is

$$
(2.7) \quad \frac{x - y_2}{t} = \frac{x - y_1}{t - s} = \frac{y_1 - y_2}{s}.
$$

(3) $x \mapsto y_\pm(x, s, t)$ are non decreasing functions and at points of continuity $x$ of $y_+(\cdot, s, t)$

$$
(2.8) \quad y_+(x, s, t) = y_-(x, s, t).
$$

(4) Lax-Oleinik explicit formula: Let $u(x, t) = \frac{\partial v}{\partial x}(x, t)$, then $u$ is the unique solution of (1.1) satisfying

$$
(2.9) \quad f'(u(x, t)) = \frac{x - y_+(x, s, t)}{t - s} \text{ for a.e. } x \in \mathbb{R}
$$

**Definition 2.4 (characteristic curve).** Let $0 \leq s < t$ and $x \in \mathbb{R}$. Define the characteristic curve $\xi(t, s, x)$ passing through $x$ by

$$
(2.10) \quad \xi(t, s, x) = \inf \{ \xi \in \mathbb{R}; y_-(\xi, s, t) \geq x \}.
$$

Then we have the following

**Lemma 2.5.** Let $0 \leq s < t$, then

(1) Let $x_n \rightarrow x_0, y_n \in ch(x_n, s, t)$ such that $y_n \rightarrow y_0$. Then $y_0 \in ch(x_0, s, t)$.
(2) $\lim_{x \rightarrow x_0} y_+(x, s, t) = y_+(x_0, s, t)$ and $\lim_{x \rightarrow x_0} y_-(x, s, t) = y_-(x_0, s, t)$.

$$
(2.11) \quad y_+(x, s, t) < y_-(\xi(t, s, x), s, t) \text{ if } x < \xi(t, s, x)
$$

(3) $\quad y_-(x, s, t) \geq y_+(\xi(t, s, x), s, t) \text{ if } x > \xi(t, s, x)
$$

(2.13) \quad y_-(\xi(t, s, x), s, t) \leq x \leq y_+(\xi(t, s, x), s, t). $
(4) \( t \mapsto \zeta(t, s, \alpha) \) is a Lipschitz continuous function with

\[
\lim_{t \to s} \zeta(t, s, \alpha) = \alpha.
\]

**Proof.** From (2.5), we have for all \( y \),

\[
v(x_n, t) = v(y_n, s) + (t-s)f^*(\frac{x_n - y_n}{t-s}) \\
\leq v(y, s) + (t-s)f^*(\frac{x_n - y}{t-s}).
\]

Since \( v \) is continuous, hence letting \( n \to \infty \) to obtain

\[
v(x_0, t) = v(y_0, s) + (t-s)f^*(\frac{x_0 - y_0}{t-s}) \\
\leq v(y, s) + (t-s)f^*(\frac{x_0 - y}{t-s}).
\]

Hence \( y_0 \in Ch(x_0, x, t) \). This proves (1).

From the non proper intersection of characteristic line segments it follows that if \( x < x_0 \), then \( y_+(x, s, t) \leq y_-(x_0, s, t) \). Let \( x_n \uparrow x_0 \) and \( y_+(x_n, s, t) \to y_0 \). Then from (1), \( y_0 \in ch(x_0, s, t) \) and hence

\[
y_-(x_0, s, t) \leq y_0 = \lim_{y_+(x_n, s, t)} y_+(x_0, s, t) \leq y_-(x_0, s, t).
\]

This proves (2).

From (2) and definition of \( \zeta(\cdot, s, \alpha) \) gives

\[
y_+(x, s, t) < y_-(\zeta(t, s, \alpha), s, t) \quad \text{if} \quad x < \zeta(t, s, \alpha) \\
y_-(x, s, t) > y_+(\zeta(t, s, \alpha), s, t) \quad \text{if} \quad x > \zeta(t, s, \alpha).
\]

Choose a sequence \( x_n < \zeta(t, s, \alpha) \) such that \( x_n \uparrow \zeta(t, s, \alpha) \) and choose a \( n_0 > 0 \) such that for all \( n > n_0 \),

\[
y_-(x_n, s, t) = y_+(x_n, s, t).
\]

Since \( y_-(x_n, s, t) < \alpha \) and hence from (2) we have

\[
y_-(\zeta(t, s, \alpha), s, t) = \lim_{x_n \uparrow \zeta(t, s, \alpha)} y_+(x_n, s, t) \\
= \lim_{x_n \uparrow \zeta(t, s, \alpha)} y_-(x_n, s, t) \\
\leq \alpha.
\]

Similarly other inequality holds and this proves (3).

Let \( s \leq t_1 < t_2 \) and let \( y_\pm \) be the extreme characteristic points and \( r_\pm(\theta) \) be the characteristic line segments at \( (\zeta(t_2, s, \alpha), t_2) \). Then \( \gamma_\pm \) are given by

\[
\gamma_\pm(\theta) = \zeta(t_2, s, \alpha) + (\theta - t_2) \frac{\zeta(t_2, s, \alpha) - y_\pm}{t_2 - s}.
\]
From (2.13) and non proper intersection of characteristic line segments, it follows that for all \( s < t_1 < t_2 \),

\[
(2.16) \quad \gamma_-(t_1) \leq \xi(t_1, s, x) \leq \gamma_+(t_1).
\]

Hence from (2.6), (2.15) and (2.16) we have

\[
|\xi(t_1, s, x) - \xi(t_2, s, x)| \leq 2M|t_2 - t_1|
\]

\[
|\xi(t, s, x) - y_\pm| \leq M|t - s|
\]

which proves (2.15) and hence (4). This proves the Lemma. \( \square \)

We follow the same notations as in [5]. For \( t > 0, x \in \mathbb{R}, \theta \in [0, t] \) define

\[
m_{\pm}(x, t) = \frac{x_\pm y_\pm(x, t)}{t}
\]

\[
\gamma_\pm(\theta) = x + m_{\pm}(x, t)(\theta - t)
\]

\[
I(x, t) = (y_-(x, t), y_+(x, t))
\]

\[
C(x, t) = \{(\xi, \theta); 0 < \theta < t, \gamma_-(\theta) < \xi < \gamma_+(\theta)\}
\]

\[
D(t) = \{x \in \mathbb{R}; y_+(x, t) \text{ has a jump at } x\}
\]

\[
I(t) = \bigcup_{x \in D(t)} I(x, t)
\]

\[
c(t) = \bigcup_{x \in D(t)} C(x, t)
\]

\[
F(t) = |I(t)|.
\]

Where \(|I(t)|\) denotes the Lebesgue measure of \( I(t) \). Then we have the following

**Lemma 2.6.** Let \( 0 < s < t, \xi, x_1, x_2 \in \mathbb{R}; x_1 \neq x_2 \) and \( (\xi, s) \in C(x, t) \). Then

\[
(2.17) \quad I(x_1, t) \cap I(x_2, t) = \emptyset, \quad C(x_1, t) \cap C(x_2, t) = \emptyset
\]

\[
(2.18) \quad I(\xi, s) \subset I(x, t), C(\xi, s) \subset C(x, t)
\]

\[
(2.19) \quad I(s) \subset I(t)
\]

**Proof.** (2.17) and (2.18) follows from the non proper intersection of characteristic line segments. Let \( x \in D(s), \xi_0 = \xi(t, s, x) \) and \( y_\pm = y_\pm(\xi_0, s, t) \). Then from (2.13), \( y_- \leq x \leq y_+ \). Suppose \( y_- = x \), then from (2.7), the points \((\xi_0, t), (x, s), (y_+(x, s), 0)\) lie on a straight line and also the points \((\xi_0, t), (x, s), (y_-(x, s), 0)\) lie on a straight line. Hence \( y_+(x, s) = y_-(x, s) \)
which contradicts the fact that $x \in D(s)$. Hence $y_- < x < y_+$ and this implies $y_-(\xi_0, t) \leq y_-(x, s) < y_+(x, s) \leq y_+(\xi_0, t)$. This proves (2.19) and hence the Lemma. \qed

**Lemma 2.7.** Let $t > 0, x \in \mathbb{R}$. Assume that at $(x, t), y_{\pm}(x, t)$ satisfies the following hypothesis.

(i) $y_+(x, t) = y_-(x, t)$.

(ii) Let $\eta > 0, x - \eta \notin D(t)$. Assume one of the following holds

\begin{equation}
\lim_{\eta \to 0} \frac{y_+(x, t) - y_+(x - \eta, t)}{\eta} = \infty, \quad \lim_{\eta \to 0} \frac{y_+(x + \eta, t) - y_+(x, t)}{\eta} = \infty.
\end{equation}

Then for all $t < \tau$ and $z \in \mathbb{R}$,

\begin{equation}
x \notin ch(z, t, \tau).
\end{equation}

**Proof.** Suppose not, then there exist a $z_0 \in \mathbb{R}, \tau_0 > t$ such that $x \in ch(z_0, t, \tau_0)$. Since $y_+(x, t) \in ch(x, t)$ and hence from (2.7) we have

\begin{equation}
\frac{x - y_+(x, t)}{t} = \frac{z_0 - x}{\tau_0 - t}.
\end{equation}

Let $x = \frac{z_0 - x}{\tau_0 - t}$ be this common value. Let

\begin{equation}
h(z) = \int_A u(\theta, t) d\theta + (\tau_0 - t) f^* \left( \frac{z_0 - z}{\tau_0 - t} \right).
\end{equation}

Then from (2.5), we have

\begin{equation}
h(x) = \min_{z \in \mathbb{R}} h(z).
\end{equation}

Without loss of generality we can assume that

\begin{equation}
\lim_{x \to 0} \frac{y_+(x, t) - y_+(x - \eta, t)}{\eta} = \infty
\end{equation}

and similar argument hold if the other limit holds. Let $\Lambda > 1 + \frac{t}{\tau_0 - t}$ and $\eta_0 > 0$ such that for all $\theta \in (0, \eta_0) \setminus D(t)$

\begin{equation}
-y_+(x - \theta, t) > \Lambda \theta - y_+(x, t)
\end{equation}

Since $f^\prime\prime = (f')^{-1}$, is a strictly increasing function, hence for $\eta \in (0, \eta_0)$, and from (2.9), (2.2) and (2.25) we have
\[ h(x) - h(x - \eta) = \int_{A}^{x} u(\theta, t)d\theta - \int_{A}^{x-\eta} u(\theta, t)d\theta \\
+ (\tau_0 - t)f^*(\frac{z_0 - x}{\tau_0 - t}) - (\tau_0 - t)f^*(\frac{z_0 - x + \eta}{\tau_0 - t}) \\
= \int_{0}^{\eta} u(x - \theta, t)d\theta + (\tau_0 - t)\left\{ f^*(x) - f^*\left(x + \frac{\eta}{\tau_0 - t}\right)\right\} \\
= \int_{0}^{\eta} f^\prime\left(\frac{x - y + (x - \theta, t)}{t}\right)d\theta + (\tau_0 - t)\left\{ f^*(x) - f^*\left(x + \frac{\eta}{\tau_0 - t}\right)\right\} \\
\geq \int_{0}^{\eta} f^\prime\left(\frac{x - y + (x, t)}{t} + \left(\frac{\eta - 1}{t}\right)\theta\right)d\theta \\
+ (\tau_0 - t)\left\{ f^*(x) - f^*\left(x + \frac{\eta}{\tau_0 - t}\right)\right\} \\
= \left(\frac{t}{\eta - 1}\right)\left\{ f^*(x + \left(\frac{\eta - 1}{t}\right)\eta) - f^*(x)\right\} \\
+ (\tau_0 - t)\left\{ f^*(x) - f^*\left(x + \frac{\eta}{\tau_0 - t}\right)\right\}.
\]

Let \( g(s) = f^*(x + s) - f^*(x) \), then \( g(0) = 0 \) and \( g \) is a strictly convex function. Let \( a > b > 0 \), then we have \( g(b) = g\left(\frac{b}{a}\right) < \left(1 - \frac{b}{a}\right)g(0) + \frac{b}{a} g(a) \). Hence \( \frac{g(b)}{b} < \frac{g(a)}{a} \). Let \( \eta > 0, a = \left(\frac{\eta - 1}{t}\right)\eta > \frac{n}{\tau_0 - t} = b. \)

Therefore from \( \frac{g(b)}{b} < \frac{g(a)}{a} \) implies that

\[ \frac{t}{\eta(\eta - 1)} \left[ f^*\left(x + \left(\frac{\eta - 1}{t}\right)\eta\right) - f^*(x)\right] > \frac{\tau_0 - t}{\eta}\left[ f^*\left(x + \frac{\eta}{\tau_0 - t}\right) - f^*(x)\right] \]

This implies that \( h(x) > h(x - \eta) \) contradicting (2.24). This proves the Lemma.

**Corollary 2.8.** Let \((x, t)\) satisfies the hypothesis of lemma (2.3) and \( \tau > t \). Let \( \xi_0 = \zeta(\tau, t, x) \), then \((x, t) \in C(\xi_0, \tau)\).
PROOF. From (2.13) and (2.21) it follows that
\[ y_-(\xi_0, t, \tau) < x < y_+(\xi_0, t, \tau). \]
From (2.7) it follows that \( (y_-(\xi_0, t, \tau), y_+(\xi_0, t, \tau)) \times \{ t \} \subset C(\xi_0, \tau) \) and hence \( (x, t) \in C(\xi_0, \tau) \). This proves the corollary. \( \square \)

PROOF OF THEOREM 1.3. In view of the finite speed propagation, without loss of generality, assume that \( u_0 \) is as follows:

\[
(3.1) \quad u_0(x) = \begin{cases} 
  u_- & \text{if } x < A \\
  \bar{u}_0(x) & \text{if } x \in (A, B) \\
  u_+ & \text{if } x > B
\end{cases}
\]
where \( u_\pm \) are constants and \( \bar{u}_0 \in L^\infty(A, B) \). Let

\[
(3.2) \quad m = \inf u_0, \quad M = \sup u_0
\]
(3.3) \( x(t) = A + tf'(m), \beta(t) = B + tf'(M) \)
then it follows that

\[
(3.4) \quad u(x, t) = \begin{cases} 
  u_- & \text{if } x < x(t) \\
  u_+ & \text{if } x > \beta(t)
\end{cases}
\]
Hence from (2.9)

\[
(3.4) \quad y_+(x, t) = y_-(x, t) = \begin{cases} 
  x - tf'(u_-) & \text{if } x < x(t) \\
  x - tf'(u_+) & \text{if } x > \beta(t).
\end{cases}
\]
As a consequence of this we have

**Lemma 3.9.** For \( t > 0, F(t) < \infty \) and is a nondecreasing function.

**Proof.** From (3.4), \( D(t) \subset [x(t), \beta(t)] \) and hence

\[
F(t) = |I(t)| = \sum_{x \in D(t)} (y_+(x, t) - y_-(x, t)) \leq \beta(t) - x(t) < \infty.
\]
From (2.19), \( F \) is a non decreasing function and this proves the Lemma.

Let \( dy(\cdot, t) \) be the Distributional derivatives of \( x \mapsto y(x, t) \). Then \( dy(\cdot, t) \) is a non negative measure. Decompose \( dy(\cdot, t) \) as follows:

\[
dy(\cdot, t) = f_t dx + \nu_t + \mu_t
\]
where the measures are mutually singular, with \( f_t \in L^1_{loc}(\mathbb{R}) \), \( \nu_t \) is the jump
part and \( \mu_t \) is the Cantor part (see [5]). From (3.4) it follows that the support of \( d\mu_t, dv_t \) are in \([z(t), \beta(t)]\) and \( dy(\cdot, t) = dx \) for \( x \notin [z(t), \beta(t)] \).

For a measurable set \( A \subset \mathbb{R} \), denote \(|A|\) to be its Lebesgue measure. Then from the Besicovitch differentiation Theorem (see [13]) it follows that there exists a set \( E_t \subset [z(t), \beta(t)] \) with the property:

\[
|E_t| = 0, \ E_t \cap D_t = \emptyset, \ \mu_t(\mathbb{R}) = \mu_t(E_t)
\]

and for \( \mu_t \) a.e. \( x \in E_t \)

\[
\lim_{\eta \to 0, x \pm \eta \notin D(t)} \frac{2\eta + v_t[x - \eta, x + \eta]}{\mu_t([x - \eta, x + \eta])} = 0.
\]

To prove theorem (1.3), we need to replace the symmetric limit by one sided limit in (3.6) and is given by the following

**Lemma 3.10.** For \( \mu_t \) a.e. \( x \in E_t \), we have

\[
\infty = \lim_{\eta \to 0, x \pm \eta \notin D(t)} \frac{y_+(x, t) - y_+(x - \eta, t)}{\eta} = \lim_{\eta \to 0, x \pm \eta \notin D(t)} \frac{y_+(x + \eta, t) - y_+(x, t)}{\eta}.
\]

To prove this lemma, one uses a covering lemma different from that of Besicovitch covering lemma. For the sake of completeness, proof of this has been given in the appendix.

**Lemma 3.11.** Let \( t > 0 \), then there exist a constant \( C > 0 \) such that for all \( \tau > t \),

\[
F(\tau) - F(t) \geq C \mu_t(E_t).
\]

**Proof.** For \( x \in \mathbb{R} \), denote \( \zeta_0(x) = \xi(\tau, t, x) \). Let \( x \in E_t \) satisfying (3.5) and (3.6). Then from (3.6), (3.7), corollary (2.1), choose \( \eta(x) \) small such that \( x \pm \eta(x) \notin D(t) \) and

\[
[x - \eta(x), x + \eta(x)] \times \{t\} \subset C(\zeta_0(x), \tau)
\]

\[
v_t([x - \eta(x), x + \eta(x)]) \leq \frac{1}{2} \mu_t([x - \eta(x), x + \eta(x)])
\]

Since

\[
v_t([x - \eta(x), x + \eta(x)]) = \sum_{z \in [x - \eta(x), x + \eta(x)] \cap D(t)} |I(z, t)|
\]
therefore from (2.17), (2.18), (3.9) and (3.10), we have
\[
|I(\xi_0(x), \tau)| - \sum_{(\xi,t) \in C(\xi_0(x), \tau) \cap (D(t) \times \{t\})} |I(\xi, t)| \\
\geq \left( y_+(x + \eta(x), t) - y_-(x - \eta(x), t) \right) - \sum_{z \in [x - \eta(x), x + \eta(x)] \cap (D(t) \times \{t\})} I(z, t) \\
(3.11) \\
\geq \mu_t([x + \eta(x), x - \eta(x)] - v_t([x - \eta(x), x + \eta(x)]) \\
\geq \frac{1}{2} \mu_t([x - \eta(x), x + \eta(x)]).
\]

Now \([x - \eta(x), x + \eta(x)] \in E_t\) covers \(E_t\) and hence by Besicovitch covering Lemma, there exists a countable disjoint set of intervals \(\{[x_j - \eta_j, x_j + \eta_j]\}\) which satisfies (3.11) and
\[
\sum_j \mu_j[x_j - \eta_j, x_j + \eta_j] \geq C \mu_t(E_t)
\]
for some \(C > 0\). Therefore
\[
F(\tau) - F(t) \geq \sum_j |I(\xi_0(x_j)), \tau)| - \sum_j \sum_{(\xi,t) \in C(\xi_0(x_j), \tau) \cap (D(t) \times \{t\})} |I(\xi, t)| \\
\geq \frac{1}{2} \sum_j \mu_t([x_j - \eta_j, x_j + \eta_j]) \\
\geq \frac{C}{2} \mu_t(E_t).
\]
This proves (3.8) and hence the Lemma.

Before going to the next Lemma we need the following:

Let \(f\) be as in Theorem (1.3) with \(f(0) = f'(0) = 0\). Since \(f(\theta)/\theta\) is a strictly increasing function we therefore have \(\theta f''(\theta) - f'(\theta) > 0\) for \(\theta \neq 0\). Since \(f(0) = f'(0) = 0\), hence choose \(\alpha < 0\) and \(\beta_0 > 0\) such that
\[
\beta_0 f'(\beta_0) - f(\beta_0) > \alpha f''(x) - f(x)
\]
and let \(g(\theta) = \theta f''(\theta) - f'(\theta) - \alpha f''(x) + f(x)\). Then \(g(0) < 0\) and \(g(\beta_0) > 0\). Hence there exist a \(\beta \in [0, \beta_0]\) such that \(g(\beta) = 0\). That is there exist \(\alpha < 0 < \beta\) such that
\[
(3.12) \quad \beta f''(\beta) - \alpha f''(x) = f(\beta) - f(x) > 0
\]
Let \(\alpha < 0 < \beta\) be chosen as above and \(m = \frac{f(\beta) - f(x)}{\beta - \alpha}\). Let \(A < B\), \(\gamma_1(t) = A + tf'(\beta), \gamma_2(t) = B + tf''(x)\) and \(\gamma_1, \gamma_2\) intersect at
\( T = \frac{B - A}{f'(\beta) - f'(x)} \). Clearly if \( X = \gamma_1(T) = \gamma_2(T) \), then \( A < X < B \). Let \( C = A + T(f'(\beta) - m) = B + T(f'(x) - m) \) and \( \gamma_3(t) = C + tm \) then by convexity, \( A < C < B \) and \( \gamma_3(T) = X \). Furthermore we have the following identity

\[
\beta(C - A) + \alpha(B - C) = T[\beta(f'(\beta) - m) - \alpha(f'(x) - m)] = T[\beta f''(\beta) - \alpha f''(x) + f(x) - f(\beta)] = 0
\]

Now define \( u_{0,A,B} \) by

\[
u_{0,A,B}(x) = \begin{cases} 
0 & \text{if } x \not\in [A, B] \\
\beta & \text{if } A < x < C \\
\alpha & \text{if } C < x < B 
\end{cases}
\]

Then from (3.13), we have

\[
\int_A^B u_{0,A,B}(x) \, dx = \beta(C - A) + \alpha(B - C) = 0
\]

Let \( u_{A,B} \) be the solution of (1.1) with initial data \( u_{0,A,B} \). Then from the choice of \( \alpha, \beta \) and \( C \) for \( 0 < t < T \), \( u_{A,B} \) is given by

\[
u_{A,B}(x,t) = \begin{cases} 
0 & \text{if } x \not\in [A, B] \\
f^{-1}\left(\frac{x - A}{t}\right) & \text{if } A < x < \gamma_1(t) \\
\beta & \text{if } \gamma_1(t) < x < \gamma_3(t) \\
\alpha & \text{if } \gamma_3(t) < x < \gamma_2(t) \\
f^{-1}\left(\frac{x - B}{t}\right) & \text{if } \gamma_3(t) < x < B 
\end{cases}
\]

Then we have the following

**Lemma 3.12.** Under the notations as above, let \( \xi(t) = \xi(t, 0, C) \) be the characteristic curve passing through \( C \) and defined as in (2.10) for the solution \( u_{A,B} \). Then for all \( t > 0 \),

\[
\xi(t) = \gamma_3(t) \quad \text{if } t < T
\]

\[
A < \xi(t) < B \quad \text{if } t > T.
\]
For $t > T$, $u_{A,B}$ is given by

$$u_{A,B}(x, t) = \begin{cases} 
0 & \text{if } x \notin (A, B) \\
fr^{-1} \left( \frac{x - A}{t} \right) & \text{if } A < x < \xi(t) \\
fr^{-1} \left( \frac{x - B}{t} \right) & \text{if } \xi(t) < x < B.
\end{cases}$$  \hspace{1cm} (3.19)$$

Proof. (3.17) follows from (3.16) and $\xi(T) = X$. Suppose (3.18) is not valid, then define

$$T_1 = \sup \{ t > T; \ A < \xi(t) < B \}.$$  \hspace{1cm} (3.20)

Then at $T_1$, either $\xi(T_1) = A$ or $\xi(T_1) = B$. Without loss of generality, we can assume that $\xi(T_1) = B$. Then for $T < t < T_1$, $u_{A,B}$ is given by (3.19) and $A, B \in ch(\xi(T_1), T_1)$. Therefore we have from (2.3)

$$v(\xi(T_1), T_1) = \int_{A}^{B} u_{0,A,B}(\theta)d\theta + T_1 f^*(0) = T_1 f^* \left( \frac{\xi(T_1) - A}{T_1} \right)$$  \hspace{1cm} (3.21)

Hence from (3.15) and (3.21), we have $f^*(0) = f^* \left( \frac{\xi(T_1) - A}{T_1} \right) = f^* \left( \frac{B - A}{T_1} \right)$.

Since $0 = f''(f^*(0)) = f''(0)$ and therefore $0$ is a critical point for $f^*$. This implies that $B - A = 0$ which is a contradiction and this proves the Lemma.

**Corollary 3.13.** Let $f$, $u_{0,A,B}$, $u_{A,B}$ are as in Lemma 3.4. Furthermore assume that there exist $c > 0$ and $0 < \gamma < 1$ such that for all $a < 0 < b$,

$$f^{-1}(b) - f^{-1}(a) \geq c(b - a)^\gamma$$  \hspace{1cm} (3.22)

Then for all $t > 0$

$$TV(u_{A,B}(\cdot, t)) \geq \min \left( \beta - \alpha, c \left( \frac{B - A}{t} \right)^\gamma \right)$$  \hspace{1cm} (3.23)

Proof. Let $0 < t < T$, then from (3.16)

$$u_{A,B}(\xi(t) -, t) - u_{A,B}(\xi(t) +, t) = \beta - \alpha.$$
Let $t > T$, then from (3.19) and (3.22)

$$u_{A,B}(\zeta(t)^-, t) - u_{A,B}(\zeta(t)^+, t) = f'^{-1}\left(\frac{\zeta(t) - A}{t}\right) - f'^{-1}\left(\frac{\zeta(t) - B}{t}\right)$$

$$\geq c\left(\frac{B - A}{t}\right)^\gamma.$$ 

This proves (3.23) and hence the corollary. 

For proving (3) of the theorem (1.3), we need the following backward construction which was proved in [1] in obtaining the solution of control problems for conservation laws. Since the conservation law is irreversible, given a target function $g \in L^\infty$ at time $t = T > 0$, in general there may not exist a $u_0 \in L^\infty(\mathbb{R})$ such that the corresponding solution $u$ of (1.1) may not coincide with $g$ at $t = T$. This is mainly because, according to the Lax-Oleinik formula, $g$ must satisfy the compatibility condition, namely, $x \mapsto x - Tf'(g(x))$ is a nondecreasing function. Using the backward construction we can prove that it is also necessary. Basic idea of the proof is by discretization of the function $x \mapsto x - Tf'(g(x))$ and using the convexity assumption on $f$, we build the approximate solution and show that this solution converges and attains the value $g(x)$ at time $t = T$.

For the sake of completeness we will give the proof of this result in the appendix.

Let $\rho : [A_1, A_2] \to [A_1, A_2]$ be a non decreasing function. Let $t_0 > 0$ and

$$M = \max_{x \in [A_1, A_2]} f'^{-1}\left(\frac{x - \rho(x)}{t_0}\right)$$

$$\gamma_1(t) = A_1 + f'(-M)(t - t_0)$$

$$\gamma_2(t) = A_2 + f'(M)(t - t_0)$$

Then we have the following.

**Lemma 3.14 (Backward construction).** Let $t_0 > 0, \rho, [A_1, A_2], \gamma_1$ and $\gamma_2$ are defined as above. Assume that $f'(0) = 0$. Then we have the following: There exist a $\overline{u}_0 \in L^\infty(A_1, A_2)$ with $\|\overline{u}_0\|_\infty$ depends on $\rho, t_0, (A_2 - A_1)$. With this $u_0$, define

$$u_{0,A_1,A_2}(x) = \begin{cases} 
0 & \text{if } x \not\in (A_1, A_2) \\
\overline{u}_0(x) & \text{if } x \in (A_1, A_2).
\end{cases}$$
Let $u_{A_1,A_2}$ be the entropy solution of (1.1) with $u_{0,A_1,A_2}$ as its initial data. Then $u_{A_1,A_2}$ satisfies

(i) Let $0 < t \leq t_0$, then

$$u_{A_1,A_2}(x,t) = \begin{cases} 
0 & \text{if } x \notin (A_1,A_2) \\
 f^{r-1} \left( \frac{x - \rho(x)}{t_0} \right) & \text{if } x \in (A_1,A_2), \ t = t_0 
\end{cases}$$

(ii) Let $t > t_0$, then for $x \notin (\gamma_1(t), \gamma_2(t))$, $u_{A_1,A_2}(x,t) = 0$.

**Proof of Theorem 1.3.** (1) Let $u_0$ be as in (3.1) and $u$ be the solution of (1.1). Let $F(t), \mu_t$ and $E_t$ be as in Lemma 3.11. From Lemma 3.9, $t \mapsto F(t)$ is a non decreasing function and hence there exist a countable set $S \subset (0, \infty)$ such that $F$ is continuous on $(0, \infty) \setminus S$. Therefore for all $t \notin S$, $F(t + ) = F(t)$. Hence from (3.8) $\mu_t(E_t) = 0$, for all $t \notin S$. Therefore from Lax-Olenik explicit formula (2.9), $x \mapsto f'(u(x,t)) \in SBV(\mathbb{R})$ for all $t \notin S$. This proves (1).

(2) Let $\left\{ b_n \right\} \in (0,1)$ be a sequence such that for $n \geq 2$, $0 < b_n < b_{n-1}$ and $b_n < b_{n-1} - \frac{1}{n^{1/\gamma}}$. Let $I_n = \left( b_{n-1} - \frac{1}{n^{1/\gamma}}, b_{n-1} \right)$ and $u_n$ be the solution constructed in Lemma with $A_n = b_{n-1} - \frac{1}{n^{1/\gamma}}, B_n = b_n$, $u_{0,n} = u_{0,A_n,B_n}$. Define

$$u_0(x) = \begin{cases} 
u_0(x) & \text{if } x \in I_n \\
0 & \text{otherwise} 
\end{cases}$$

$$u(x,t) = \begin{cases} 
u_n(x,t) & \text{if } x \in I_n \\
0 & \text{otherwise} 
\end{cases}$$

In view of Rankine-Hugoniot condition, $u$ is the solution of (1.1) with data $u_0$. From corollary 3.2, for any $t > 0$,

$$TV(u(\cdot,t)) \geq \sum_{n \geq 2} \min \left\{ \beta - \alpha, c \left( \frac{B_n - A_n}{t} \right)^\gamma \right\}$$

$$= \sum_{n \geq 2} \min \left\{ \beta - \alpha, \frac{c}{t^{\gamma n}} \right\} = \infty.$$  

This proves (2).

(3) Let $0 < h < \frac{1}{2}$ and $M \in \mathbb{R}$ be such that $\frac{(1-h)^2}{h} > f'(M) > \frac{2h}{1-2h}$. Let $\gamma(\theta,t,A) = A + (\theta - t)f'(M)$ and define $\{ t_n \}$ and intervals $\{ I_n = (A_n, B_n) \}$
as follows: 
\[ t_0 = 1, \ B_0 = 1 \quad A_0 = 1 - h \]
\[ t_{n+1} = t_n - h^{n+1}, \ B_{n+1} = \gamma(t_{n+1}, t_n, A_n), A_{n+1} = B_{n+1} - h^{n+1} \]

Then as \( n \to \infty \), we have
\[ t_{n+1} = 1 - h - h^2 - h^{n+1} \to 1 - \frac{h}{1-h} = \frac{1-2h}{1-h} = t_\infty. \]
\[ A_{n+1} = A_0 - (h + h^2 \ldots + h^{n+1}) f'(M) - h^{n+1} \to 1 - h - \frac{h}{1-h} f'(M) = A_\infty. \]

Since \( h < \frac{1}{2} \) and \( \frac{(1-h)^2}{h} > f'(M) \), we therefore have \( t_\infty > 0 \) and \( A_\infty > 0 \).

Let \( \rho_n : I_n \to I_n \) be a non decreasing Cantor-Vitali function with \( \rho_n(A_n) = A_n, \rho_n(B_n) = B_n \). Then from Lemma 3.5, there exist a \( u_{0,n} \in L^\infty(\mathbb{R}) \) with support in \( I_n \) such that the solution \( u_n \) of (1.1) satisfies

\[
(3.24) \quad f'(u_n(x, t)) = \begin{cases} 
0 & \text{if } x \notin I_n, 0 < t \leq t_n \\
\frac{x - \rho_n(x)}{t_n} & \text{if } x \in I_n, t = t_n.
\end{cases}
\]

Since \( f'(0) = 0 \), hence \( u_n(x, t_n) = 0 \) for all \( x \notin I_n \) and
\[
 f'(u_n(x, t_n)) = \max_{x \in I_n} \left| \frac{x - \rho_n(x)}{t} \right| \leq \frac{2h}{t_\infty} \cdot \frac{2}{t_\infty} < f'(M).
\]

Hence \( u_n(x, t_n) \leq M \). Since \( u_n(x, t_n) = 0 \) for \( x > B_n \) and therefore from the method of characteristics, for \( t > t_n, x > \gamma(t, t_n, B_n) \), \( u_n \) further satisfies

\[
(3.25) \quad u_n(x, t) = 0
\]

Now define \( u_0 \in L^\infty(\mathbb{R}) \) by
\[
 u_0(x) = \begin{cases} 
 u_{0,n}(x) & \text{if } x \in I_n \\
 0 & \text{otherwise}
\end{cases}
\]

and let \( u \) be the solution of (1.1). Then from (3.24) and (3.25), \( u \) satisfies

\[
f'(u(x, t)) = \begin{cases} 
 f'(u_n(x, t)) & \text{if } x \in I_n, \ t \in (0, t_n) \\
\frac{x - \rho_n(x)}{t} & \text{if } x \in I_n, \ t = t_n.
\end{cases}
\]

Since \( \rho_n \notin SBV_{loc}(\mathbb{R}) \), hence \( f'(u(x, t_n)) \notin SBV_{loc}(\mathbb{R}) \) for all \( n \). This proves (3) and hence the theorem.
4. Appendix

Proof of Lemma 3.5. Let $C_1 < C_2$ and $\rho_0$ be any non decreasing function. Then there exists $u_0 \in L^\infty(\mathbb{R})$, $u \in L^\infty(\mathbb{R} \times \mathbb{R}_+)$ such that $u$ is the solution of (1.1) with initial data $u_0$. Moreover $u$ satisfies

$$f^p(u(x, T)) = \frac{x - \rho_0(x)}{T}$$

Proof. Without loss of generality we can assume that $\rho_0 : [C_1, C_2] \to [C_1, C_2]$ is a non decreasing left continuous function with $\rho_0(C_i) = C_i$ for $i = 1, 2$.

Step 1: Discretization of $\rho_0$: Let $n \geq 1$ and $C_1 = y_0 < y_1 < \cdots < y_n = C_2$ be such that $|y_{i-1} - y_i| \leq 1/n$. From the left continuity, define $C_1 = x_0 \leq x_1 \leq \cdots \leq x_n = C_2$ by $\rho_0^{-1}[y_0, y_i] = [x_0, x_i]$ and

$$\rho_n(x) = \begin{cases} 
   x & \text{if } x \notin [C_1, C_2] \\
   y_0x_{[y_0,y_1]}(x) + \sum_{i=1}^{n-1} y_i x_{[y_i,y_{i+1}]}(x) & \text{if } x \in [C_1, C_2].
\end{cases}$$

Then for $x \in \mathbb{R}$,

$$|\rho_n(x) - \rho_0(x)| \leq 1/n.$$  

Step 2: Let $f(\theta_f) = \min_{x \in \mathbb{R}} f(x)$ and define $a_{i,n}, b_{i,n}, s_{i,n}, a_{i,n}(t), b_{i,n}(t), s_{i,n}(t)$, (See Figure 1) by

![Figure 1](image-url)
\[
\begin{align*}
    f'(a_i, n) &= \frac{y_i - x_i}{T} \\
    f'(b_i, n) &= \frac{y_i - x_{i+1}}{T} \\
    f'(s_{i,n}) &= \frac{f(b_{i,n}) - f(a_{i,n})}{b_{i,n} - a_{i,n}} \\
    a_{i,n}(t) &= y_{i,n} + f'(a_{i,n})(t - T) \\
    b_{i,n}(t) &= y_{i,n} + f'(b_{i,n})(t - T) \\
    s_{i,n}(t) &= y_{i,n} + f'(s_{i,n})(t - T).
\end{align*}
\]

Now \( f'(a_{i,n}) = \frac{y_i - x_i}{T} \geq \frac{y_i - x_{i+1}}{T} = f'(b_{i,n}) \) and \( f'(b_{i,n}) = \frac{y_i - x_{i+1}}{T} \leq \frac{y_{i+1} - x_{i+1}}{T} = f'(a_{i+1,n}) \). Hence \( b_{i,n} \leq \min\{a_{i,n}, a_{i+1,n}\} \) and from convexity, \( a_{i,n} \geq s_{i,n} \geq b_{i,n} \). Therefore for all \( 0 \leq t \leq T \), \( a_{i,n}(t) \leq s_{i,n}(t) \leq b_{i,n}(t) \). Let \( s_{i,n}(0) = x_i \) and for \( (x, t) \in \mathbb{R} \times [0, T] \), define

\[
    f'(u_n(x, t)) = \begin{cases} 
    f'(a_{i,n}) & \text{if } a_{i,n}(t) < x < s_{i,n}(t) \\
    f'(b_{i,n}) & \text{if } s_{i,n}(t) < x < b_{i,n}(t) \\
    \frac{x_{i+1} - y}{t} & \text{if } b_{i,n}(t) < x < a_{i+1,n}(t).
\end{cases}
\]

Since \( f'(\theta_f) = 0 \), \( a_{0,n} = a_{n,n} = \theta_f \), we have

\[
    f'(u_n(x, t)) = 0 \quad \text{if } x \notin [C_1, C_2], \quad 0 \leq t \leq T.
\]

Then clearly \( u_n \) satisfies

\[
    u_n + f(u_n)x = 0 \quad \mathbb{R} \times (0, T)
\]

\[
    f'(u_n(x, T)) = \begin{cases} 
    \frac{x - \rho_n(x)}{T} & \text{if } C_1 < x < C_2 \\
    0 & \text{if } x \notin [C_1, C_2].
\end{cases}
\]

Also

\[
    u_n(x, 0) = \begin{cases} 
    a_{i,n} & \text{if } a_{i,n} < x < s_{i,n}(0), \\
    b_{i,n} & \text{if } s_{i,n}(0) < x < a_{i+1,n} \\
    \theta_f & \text{if } x \notin [C_1, C_2].
\end{cases}
\]

Hence

\[
    |f'(u_n(x, 0))| \leq \max\{|f'(a_{i,n})|, |f'(b_{i,n})|\} \leq \frac{|C_2 - C_1|}{T}
\]
and
\[
TV(f'(u_n(x, 0))) \leq \sum |f'(a_i, n) - f'(b_i, n)| + \sum |f'(b_i, n) - f'(a_{i+1}, n)|
\]
\[
= \sum \left| \frac{x_i - x_{i+1}}{T} \right| + \sum \left| \frac{y_i - y_{i+1}}{T} \right|
\]
\[
\leq \frac{2(C_2 - C_1)}{T}.
\]

Hence from Helley’s theorem, there exist a subsequence still denoted \( \{ f'(u_n(\cdot, 0)) \} \) which converges to a function \( z \) pointwise. Let \( u_0(x) = (f')^{-1}(z(x)) \), hence \( u_n(x, 0) \rightarrow u_0(x) \). From super linear growth, \( \{ u_n(\cdot, 0) \} \) are uniformly bounded, hence \( u_0 \in L^\infty(\mathbb{R}) \). Further more by construction, \( u_n \) satisfies
\[
f'(u_n(x, T)) = \frac{x - p_n(x)}{T}.
\]

Let \( u \) be the solution of (1.1) with \( u_0 \) as its initial data. From the dominated convergence Theorem, \( u_n(\cdot, 0) \rightarrow u_0 \) in \( L^1_{loc}(\mathbb{R}) \), hence from \( L^1 \) contractivity, \( u_n(x, T) \rightarrow u(x, T) \) a.e. \( x \in \mathbb{R} \). Therefore for a.e. \( x \in \mathbb{R} \),
\[
f'(u(x, T)) = \frac{x - p_0(x)}{T}.
\]

This proves the Lemma. \( \square \)

In order to prove Lemma 3.10, we need the following covering lemma (see [11]).

**Lemma 4.1.** Let \( I = (a, b) \) and \( \mu \) be a non negative finite measure on \( I \). Let \( E \subset I \) and \( \varepsilon_0 > 0 \) such that \( \mu^*(E) \geq \varepsilon_0 \), where \( \mu^* \) denotes the outer measure. Let \( \mathbb{R} \) be a family of open intervals covering \( E \). Then there exists a sub family \( \mathbb{R}_1 \subset \mathbb{R} \) which consists of mutually disjoint open intervals such that

\[
(4.1) \quad \sum_{J \in \mathbb{R}_1} \mu(J) \geq \frac{\varepsilon_0}{4}
\]

**Proof.** Let \( E \subset \cup_{J \in \mathbb{R}} J = \cup_{n=1}^\infty (a_n, b_n) \), with \( (a_n, b_n) \cap (a_m, b_m) = \emptyset \) for \( n \neq m \). Let \( \varepsilon_n = \mu((a_n, b_n)) \), then
\[
\varepsilon_0 \leq \mu^*(E) \leq \sum_{n=1}^\infty \mu((a_n, b_n)) = \sum_{n=1}^\infty \varepsilon_n.
\]
Choose \([z_n, \beta_n] \subset (a_n, b_n)\) such that \(\mu([z_n, \beta_n]) \geq \frac{3^n}{4}\). Since \(\mathcal{R}\) is a cover of \([z_n, \beta_n]\) and hence there exists a finite number of open sets \(\{J_i^{(n)}\} \subset \mathcal{R}\) such that \([z_n, \beta_n] \subset \bigcup J_i^{(n)} \subset (a_n, b_n)\). By discarding some of the sets if necessary, we can assume that for each \(i\), \(J_i^{(n)}\) is not contained in \(\bigcup_{k \neq i} J_k^{(n)}\). Let \(x_i \in J_i^{(n)} \setminus \bigcup_{k \neq i} J_k^{(n)}\) and by reordering of the indices we can assume that \(a_n < x_1 < x_2 < \cdots < b_n\). Hence \(G^{(n)}_e = \{J_i^{(n)} : i \text{ is even}\}\) and \(G^{(n)}_o = \{J_i^{(n)} : i \text{ is odd}\}\) consists of disjoint sets and

\[
\sum_{i \in G^{(n)}_e} \mu(J_i^{(n)}) + \sum_{i \in G^{(n)}_o} \mu(J_i^{(n)}) \geq \mu([z_n, \beta_n]) \geq \frac{3^m}{4}.
\]

Choose \(G^{(n)}\) to be one of the family \(G^{(n)}_e\) or \(G^{(n)}_o\) such that

\[
\sum_{i \in G^{(n)}} \mu(J_i^{(n)}) \geq \frac{3}{8} \frac{3^m}{4} \geq \frac{3}{4} \frac{3^m}{4}.
\]

Let \(\mathcal{R}_1 = \bigcup_{n=1}^{\infty} G^{(n)}\), then \(\mathcal{R}_1 \subset \mathcal{R}\) consists of disjoint open intervals and

\[
\sum_{J \in \mathcal{R}_1} \mu(J) \geq \sum_{n} \mu(G^{(n)}) \geq \frac{1}{4} \sum \frac{3^m}{4} \geq \frac{3}{4}.
\]

This proves the Lemma. \(\square\)

**Lemma 4.2.** Let \(\mu, \gamma\) be non negative mutually singular measures on \((a, b)\). Let \(D(\mu)\) and \(D(\gamma)\) be the points of discontinuities of \(\mu([a, x])\) and \(\gamma([a, x])\) respectively. Let \(E \subset (a, b) \setminus (D(\mu) \cup D(\gamma))\) be a measurable set with \(\mu(E) > 0\) and \(\gamma(E) = 0\). Then for \(\mu\) a.e. \(x \in E\)

\[
\lim_{h \to 0} \frac{\mu((x, x + h])}{\gamma((x, x + h])} = \lim_{h \to 0} \frac{\mu((x - h, x])}{\gamma((x - h, x])} = \infty.
\]

**Proof.** Let \(N > 0\) and define

\[
E_N = \left\{ x \in E : \lim_{h \to 0} \frac{\mu((x, x + h])}{\gamma((x, x + h])} < N \right\}.
\]

**Claim:** \(\mu(E_N) = 0\). Suppose not and let \(\mu(E_N) \geq \varepsilon_0 > 0\) for some \(\varepsilon_0\). Let \(E_N \subset U\) be an open set. Then for \(x \in E_N\), choose \(h_n > 0\) such that \([x, x + h_n] \subset U\) and \(\mu((x, x + h_n]) < N\gamma((x, x + h_n])\). Since \(x \notin D(\mu) \cup D(\gamma)\) and hence by continuity, choose \(a(x) < x < b(x)\) such that \(I(x) = (a(x), b(x)) \subset U\) and \(\mu((a(x), b(x)]) < N\gamma((a(x), b(x)])\). Let \(\mathcal{R} = \{I(x)\}_{x \in E_N}\) is a cover of \(E_N\) and hence by lemma 4.1 there exists a subfamily \(\mathcal{R}_1\) of
\( \mathbb{R} \) such that

\[
\frac{\varepsilon_0}{4} \leq \sum_{J \in \mathbb{R}_1} \mu(J) \leq N \sum_{J \in \mathbb{R}_1} \gamma(J)
\]

\[
= N \gamma(\bigcup_{J \in \mathbb{R}_1} J)
\]

\[
\leq N \gamma(U).
\]

Hence \( \frac{\varepsilon_0}{4} \leq N \inf \{ \gamma(U) : E_N \subset U \} = 0 \), since \( \gamma(E) = 0 \). This is a contradiction and hence the claim. Since \( \left\{ x \in E : \lim_{h \to 0} \frac{\mu((x, x + h])}{\gamma((x, x + h])} < \infty \right\} = \bigcup_{N=1}^{\infty} E_N \) and hence for \( \mu \) a.e. \( x \in E \)

\[
\lim_{h \to 0} \frac{\mu((x, x + h])}{\gamma((x, x + h])} = \infty.
\]

This proves the Lemma. \( \square \)

**Proof of Lemma 3.2:**

**Proof.** Take \( \mu = \mu_t, \gamma = dx, E = E_t \) in Lemma 4.2. Since for \( x \in E_t, x - h \notin D(\mu), \mu((x, x - h]) \leq y_+(x, t) - y_+(x - h, t) \) and hence the Lemma. \( \square \)
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